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Abstract: Petroleum price are affected by some uncertainties and nonlinear factors, how to predict the price effectively is the 

focus of the present study. In this paper, a 3 layers back propagation artificial neural network model based on particle swarm 

optimization algorithm combined with chaos theory and self-adaptive weight strategy is developed, the model structure is 7-13-1, 

and used to predict the petroleum price. By comparing with the other models, it shows that the model proposed in this paper has 

good prediction performance, the prediction accuracy and correlations are better. 
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1. Introduction 

In the entire system of the international petroleum industry, 

the change of petroleum price is affected by many complex 

factors, with an uncertain tendency and regularity. How to 

efficiently and accurately predict the petroleum prices has 

important significance in the petroleum industry, and 

researchers are increasingly paying attention to this field [1-3]. 

Traditionally, there are three main methods for predicting 

petroleum price [4-6]: the first one is based on the idea of 

optimal exploitation of resources. For example, Kurz [7] 

studies petroleum prices from the perspective of classical 

energy consumption; the second one is the time series analysis 

method. Robert [8]
,
 Yang [9], Salah and Hamid [10]

 
use time 

series to analyze petroleum prices; the third one is based on 

Ulph [11]
 
through the exploration of exhaustible resources, 

that is, starting from the petroleum market structure. Affected 

by various uncertain factors, the accuracy and adaptability of 

the model are poor through traditional prediction methods, 

and the deviation from the actual value is not satisfactory. In 

order to efficiently and accurately grasp the tendency and 

regularity of petroleum price change, it is one of the future 

research focuses in the petroleum industry system to study a 

feasible, efficient and high-precision price forecasting model. 

From the view of the influence factors of petroleum price, 

the change shows a complex nonlinear relationship to a great 

extent. The large amount of information noise collected and 

acquired is very large and non numerical. These nonlinear 

features lead to relatively difficult for traditional research 

methods. In recent years, artificial neural network is widely 

used in solving complex nonlinear problems, the researchers 

also proposed some neural network prediction model based on 

the price of petroleum [12], such as Wong and Mohaghegh [13] 

using the ANN model in the petroleum storage, and achieved 

good results; Chaudhuri [14] using ANN algorithm 

established the petroleum purity appraisal model, and the 

forecast effect is better. Although the prediction effect of these 

models is better, the defects of BP algorithm, such as easy to 

fall into local optimization, make the model convergence 

speed and approximation is not very satisfactory. 

Accordingly, some scholars have improved the 

performance of ANN by improving the network structure and 

parameter adjustment by intersecting ANN with other 

optimization algorithms. For example, evolutionary 

algorithms (such as genetic algorithm [15, 16], simulated 

annealing algorithm [17], ant colony algorithm [18, 19] and 
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particle swarm algorithm[20, 21]) are applied to ANN 

network training [22, 23], and a hybrid neural network model 

(HANN) is obtained. HANN has become a hot topic for 

researchers in petroleum price forecasting.  

Through the above literature analysis, we can see that the 

improvement through BP and ANN and the application of the 

petroleum price prediction in the field still has more room for 

development [24]. For this reason, this paper want to avoid the 

particle swarm algorithm into local minima by improving 

particle swarm optimization algorithm through the use of 

chaos theory and adaptive weight adjustment strategy. Then 

applying the improved particle swarm optimization algorithm 

to train BP ANN, so that the convergence precision and 

convergence speed of the model can be improved. And 

applying the model to the field of petroleum price prediction 

to discuss its prediction accuracy and reliability. 

2. Model 

2.1. Chaotic Adaptive Particle Swarm Optimization 

Algorithm 

Particle swarm optimization (PSO) is a classical group 

evolution algorithm. It has many advantages and has been 

applied to many fields. In the optimization process of 

algorithm, each particle represents a feasible solution to the 

problem of particle, it adjust its speed and position by three 

factors--the inertia speed, local extremum and global 

extremum, the formula is as follows: 

ωk +1 k k k k k

i,d i,d 1 i,d i,d 2 g,d i,d
v = v + c (p - x ) + c (p - x )         (1) 

k+1 k k+1

i,d i,d i,d
x = x + v               (2) 

In the formula, ω  is the inertia factor; C1 and C2 are the 

learning factors; rand () is the random number between (0, 1), 
k
i,dv  and 

k
i,dx  are the velocity and position of the particle, 

k
i,dp  is the position of the individual pole of the particle, and 

k
g,dp  is the position of the global pole of the group. 

In order to overcome the problems of the PSO algorithm 

easily falling into local extremum, this paper, which is based 

on adaptive strategy to realize the adjustment of the parameter 

of chaotic sequence, obtained chaotic adaptive particle swarm 

algorithm (CASPSO) through optimizing the chaotic 

sequences generated by the learning factors C1 and C2 using 

chaotic maps. The adjustment formula of inertia weight factor 

ω  is: 

max max min max
) /k kω ω ω ω− ×

ave
= - Pgbest(k) / Plbest - (   (3) 

In the formula, ωmax and ωmin represents the maximum and 

minimum values of inertia weight respectively; Pgbest(k) 

represents the k iteration of the global optimal particle; the 

average value of particle local optimum is Plbestave; the 

current iteration number is K; the maximum number of 

iterations is expressed as kmax; 

Adjusting the learning factors C1, C2 by the Lorenz 's 

equation generated by the chaotic sequences, the formula is as 

follows: 

( )
dx

a x y
dt

dy
rx y xz

dt
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                 (4) 

The control parameters in the formula are parameters a, b 

and r, and the values are 10, 8/3, 28. The learning factor (C1, 

C2) is defined as a formula: 

1

2
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( )

c x t

c y t

=

=
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
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                     (5) 

Because the chaotic variable has three characteristics of 

randomness, ergodicity and regularity, the diversity of the 

algorithm can be maintained, the premature convergence 

problem is effectively overcome, and the global search 

performance is improved. 

2.2. Hybrid ANN Model 

Combining the CSAPSO algorithm gained in this paper 

with BP algorithm applied in the ANN training process to 

optimize the network structure and weights. The model 

mainly uses CSAPSO to train the network, if it satisfies the 

local search conditions, that is, if the fitness function value 

changes little or no change in the iteration process, the local 

fast search is performed, and the BP algorithm is executed at 

this time. If the particle adaptation is better than the existing 

one in the local process, the particle swarm fitness is used to 

update the global optimum, and then the CSAPSO algorithm 

is repeated until the condition is satisfied. The CSAPSO-BP 

ANN performs the following steps: 

(1) To initialize the particle group and BP value. 

The position and velocity of particles in PSO algorithm are 

initialized. The initial position and velocity of the particles are 

generated randomly. The current position of each particle is 

used as the particle individual extremum, and the optimal 

value of the individual extremum is selected as the global 

optimal value.  

(2) To calculate the adaptive value of group particles. 

(3) The adaptive value of each particle is compared with the 

adaptive value of the best position it has passed. If it is better, 

the current position is the best position of the particle. 

(4) The adaptive value of each particle is compared with the 

adaptive value of the global best position, and if it is better, the 

current position is the global best position.  

(5) The learning factor C1, C2 and inertial weight ω  were 

obtained respectively, and the velocity and position of the 

particles were updated and optimized  

(6) If the end condition of the algorithm is satisfied, the 
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global best position is the optimal solution, saving the result 

and ending. Otherwise return to Step (2). 

3. Experimental Model 

3.1. Experimental Data 

In this paper, the experimental data are derived from West 

Texas medium crude oil at an average monthly price of WTI, 

which are shown in table 1. Factors have a major influence on 

the petroleum WTI crude oil price has 7 kinds, which are: 

OPEC crude oil supply; U.S. crude oil inventories; U.S. crude 

oil consumption demand; OECD petroleum consumption; 

OECD petroleum supply; China crude oil supply; China crude 

oil consumption. After screening and simplifying the 

experimental data, an experimental database containing 66 

sets of data is established. 

Table 1. Experimental Data (Unit: Petroleum Price is US Dollar / Barrel; the Others are Millions of Barrels). 

ID 

OPEC 

crude oil 

supply 

U.S. crude oil 

inventories 

U.S. crude oil 

consumption 

demand 

OECD 

petroleum 

consumption 

OECD 

petroleum 

supply 

China 

crude oil 

supply 

China crude oil 

consumption 

WTI 

price 

Price 

time 

1 33.38 1770 18.82 21.34 46.71 3.93 7.85 45.04 09.3 

2 33.33 1795 18.72 21.26 46.05 3.92 7.65 50.37 2009.4 

3 33.48 1812 18.67 20.95 44.97 3.99 8.7 55.77 2009.5 

4 33.57 1829 18.21 20.66 43.39 3.97 8.17 68.63 2009.6 

5 33.74 1839 18.83 20.63 45.09 4.02 8.78 64.82 2009.7 

6 34.15 1842 18.63 21.28 45 3.99 8.39 69.43 2009.8 

… … … … … … … … … … 

62 34.75 1823 18.83 21.26 44.26 4.19 8.91 73.73 2010.6 

63 35.05 1839 19.31 20.62 45.87 4.26 9.57 75.86 2010.7 

64 35.03 1853 19.28 20.96 46.02 4.21 8.85 78.3 2010.8 

65 35.14 1857 19.69 20.69 46.44 4.25 8.79 74.15 2010.9 

66 34.82 1857 19.51 20.9 47.12 4.33 9.04 81.89 2010.10 

 

The experimental data are divided into three subsets with 

different functions: training set, verification set and test set. 

First, the training set is used to train the network, the purpose 

is to optimize network parameters; secondly, using the 

validation set to verify the reliability of the network; finally, 

the actual test data set by simulation. In order to make the 

network generalization ability is guaranteed, there will be 

about 75% (50 group) data in the database to optimize the 

training of the network, and the data of the 16 groups of the 

rest divided into two sets, respectively, for the validation set 

and test set. 

In this paper, the average absolute error (AAD), the standard 

deviation (SD) and the square correlation coefficient (R
2
) are 

used to evaluate the performance of the model in the 

prediction of the petroleum price of the HANN model. The 

accuracy of the evaluation by AAD and SD evaluation 

parameters, the evaluation parameter represents the size of the 

error between the predicted and actual values; the evaluation 

of the reliability of the R
2
 index, the evaluation index 

indicating the correlation between the predicted and actual 

values. Among them, AAD and SD are defined as formulas (6) 

and formulas (7): 

1

Pr ( ) ( )1

( )

N

i

e i Exp i
AAD

N Exp i=

−
= ∑            (6) 

2

1

1
( )

N

i

SD
N i xx

=

= ∑ −                (7) 

In the upper model, N represents the number of samples, 

Exp(i) represents the actual value of the input model, and Pre(i) 

represents the model output prediction value, while x  

represents the average value of the sample data ix . 

According to the practical significance of the index, the 

smaller the accuracy evaluation parameters of AAD and SD, 

the better the reliability index R
2
, which means that the 

performance of the prediction model is better. 

3.2. Experimental Model 

In this paper, using the classical 3 layer structure, aiming at 

specific problems of the oil price forecast, set up the network 

input node is 7, representing the 7 price impact index, namely 

OPEC crude oil supply, Chinese crude consumption, OECD 

petroleum supply, Chinese crude oil supply, OECD petroleum 

consumption, U.S. crude oil demand and U.S. crude oil 

inventories. Output layer output is WTI crude oil price, that is 

to say, the number of nodes in the output layer is 1. This paper 

adopts heuristic optimization method of hidden layer contains 

the number of nodes is analyzed, assuming that the number of 

hidden nodes set increased from 7 to 20, by 14 CSAPSO-BP 

heuristic optimization method ANN model, evaluate the 

parameter calculation of the 14 models obtained by the 

calculation results are shown in Table 2, the evaluation 

parameters through the table the good you can determine the 

number of hidden nodes. 

Table 2. Statistical Data for Optimizing Network Structure. 

Hidden node AAD R2 SD Fitness 

7 0.0096 0.966 0.0966 4.72E-04 

8 0.0089 0.9625 0.0975 4.12E-05 

9 0.0080 0.9645 0.0943 3.23E-06 

10 0.0074 0.9777 0.0911 4.57E-06 

11 0.0064 0.9742 0.0910 5.83E-06 

12 0.0068 0.9778 0.0898 4.31E-06 

13 0.0062 0.9812 0.0788 6.11E-07 

14 0.0077 0.9713 0.0891 7.45E-06 

15 0.0934 0.9723 0.0945 9.67E-06 
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Hidden node AAD R2 SD Fitness 

16 0.0092 0.9656 0.0963 9.82E-05 

17 0.0977 0.9596 0.0965 7.78E-05 

18 0.0098 0.9464 0.0953 9.37E-04 

19 0.0099 0.9363 0.0942 8.64E-04 

20 0.0102 0.9211 0.0955 9.88E-02 

From table 2, it can be concluded that the network has the 

least error and the correlation coefficient is higher than that of 

the hidden layer when the node is 13. Therefore, the network 

model is optimal when the number of hidden layer nodes is 13. 

4. Results and Discussion 

In this paper, a hybrid ANN model (CSAPSO-BP ANN) 

with 3 layers of 7-13-1 structure is established. The model is 

trained by the experimental data, and the training data are 

trained by using 50 sets of training data in the database. The 

training results are shown in Figure 1. An ideal model in 

which the line represents the predicted value equal to the 

actual value, and the star type represents the predictive value 

of the model. 

 

Figure 1. Correlations Between the Prediction Results and Experimental 

Data for Training Set. 

From the graph, it can be concluded that the training effect 

of CSAPSO-BP ANN model is good, and the predicted value 

and actual value of the model are relatively good. By training 

the set of trained models, the reliability of the model is 

verified by the set of independent sets. The model after 

verification should reach to two goals through the verification 

set: first, to verify the accuracy and reliability of the model; 

second, to achieve better performance of the model by reseting 

the network. The model validation results are shown in Figure 

2. By further verification of the set, the CSAPSO-BP ANN 

model shows a good agreement between the predicted and 

experimental values, and improves the error and correlation of 

the model greatly. 

 

Figure 2. Correlations Between the Prediction Results and Experimental 

Data for Validation Set. 

CSAPSO-BP ANN model is relatively perfect obtained by 

training and testing of the network, to put forward the 

simulation ability of the model for the test by using the test set 

predicting simulation of CSAPSO-BP ANN model, the results 

are shown in Figure 3, the curve is the sample experimental 

data, the asterisk is the model predictive value. 

 

Figure 3. Correlations Between the Prediction Results and Experimental 

Data for Testing Set. 

As can be seen from Figure 3, the predictive value of the 

CSAPSO-BP ANN model is in good agreement with the 

experimental values in the test sample, so it can reflect the 

good simulation ability of the CSAPSO-BP ANN model. 

In order to further verify the advanced nature of the 

proposed model, this paper compares the attributes of the 

CSAPSO-BP ANN model with the traditional BP ANN and 

PSO-BP ANN model performance indicators. 20 groups of 

data in 66 groups were randomly selected for experiment, and 

each model was set with the same parameters. The 

relationship between the prediction results of each model, 
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shown in Figure 4, shows that the prediction accuracy of this 

model is higher and the comprehensive performance is better. 

 

Figure 4. Correlation Between Predicted Values and Experimental Data of 

Each Model. 

Comparing the statistical results as shown in Table 3. By 

comparing AAD and SD, we can conclude that the precision of 

CSAPSO-BP ANN model is the highest relative to the other two 

models. Comparing R
2
, we can conclude that the correlation of 

CSAPSO-BP ANN model is better than the other two.  

Table 3. ARD, R2 and SD for Each Comparison Model. 

Model AAD R2 SD 

BP ANN 0.056437 0.9423 0.1472 

PSO-BP ANN 0.013357 0.9564 0.0962 

CSAPSO-BP ANN 0.006226 0.9812 0.0788 

5. Conclusion 

This paper establishes a hybrid neural network model 

(CSAPSO-BP ANN) based on CSAPSO algorithm, which is 

used to predict petroleum price. The prediction results of the 

model are in good agreement with the actual results, and the 

relative satisfactory prediction results are achieved. The 

simulation experiments show that CSAPSO-BP ANN can predict 

petroleum price. It has the advantages of stronger prediction 

ability, simple operation and lower prediction cost. It can provide 

a new solution for many engineering application problems. 
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